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Abstract. Web archives constitute a valuable source for researchers
from many disciplines. However, their sheer size, the typically broad
scope and their temporal dimension make them difficult to work with.
We have identified three approaches to access and explore Web archives
from different perspectives: user-, data- and graph-centric. In this paper
we present related works on these three views as well as discuss their
relations and potential synergies. Finally, we propose a generic analysis
schema that outlines a systematic way to study Web archives by ap-
proaching them from different zoom levels corresponding to the three
presented views.
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1 Introduction

Web archives constitute a valuable source for research in many disciplines, in-
cluding Digital Humanities, historical sciences and journalism, by offering a
unique possibility to look into past events and their representation on the Web.
They are typically big in size and have a very broad scope, often targeting at
national subsets of the Web, or, in case of the Internet Archive1, the entire Web.

The natural way to look at the information in a Web archive is through a
Web browser, just like users do on the live Web. This is what we consider the
user-centric view. The most common way to access a Web archive from a
user’s perspective is the Wayback Machine2, the Internet Archive’s replay tool
to render archived webpages. Archived pages are identified by their URL and a
timestamp, referring to a particular version of a page. To facilitate the discovery
of an archived resource if the URL is unknown, different approaches to search
Web archives by keywords have been proposed [1, 2, 3, 4]. Another way for users
to find and access archived pages is by linking past information on the current
Web to the corresponding evidence in a Web archive [5].

? This work is partly funded by the European Research Council under ALEXANDRIA
(ERC 339233)

1 http://archive.org
2 http://web.archive.org
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Fig. 1: Three views on Web archives, representing different zoom-levels to look
at the archived data.

In contrast to accessing Web archives by closely reading pages, like users
do, archived contents can also be processed at scale, enabling evolution studies
and big data analysis. In this data-centric view, webpages are not necessarily
considered self-contained units with a layout and embeds, but single resources
are treated as raw data, such as text or images. A question like “What persons
appear together most frequently in a specific period of time?” is only one example
of what can be analyzed from the archived Web. Typically this is not done on a
whole archive, but only on pages from a specific time period as well as on specific
data types or other facets that need to be filtered first. With ArchiveSpark we
have developed a tool for building research corpora from Web archives that
operates on standard formats and facilitates the process of filtering as well as
data extraction and derivation at scale in a very efficient manner [6].

The third perspective, besides the user-centric and data-centric views, is what
we call the graph-centric view. Here, single pages or websites, consisting of
multiple pages, are considered nodes in a graph, without taking their contents
into account. Links among pages are represented by edges between the nodes in
such a graph. This structural perspective enables completely different kinds of
analysis, like centrality computations, with algorithms such as PageRank.

We present the latest achievements from all three views as well as synergies
among them. For instance, important websites that can be identified from the
graph-centric perspective may be of particular interest to the users of a Web
archive. Furthermore, the user-centric view is often just a starting point for a
much more comprehensive data study. Hence, those views can be considered
as different zoom levels to look at the same Web archive data from different
perspectives as illustrated in Figure 1. In the remainder of this paper we will
begin to look at Web archives from the user’s perspective and zoom out to
the data- and graph-centric views, before we finally discuss synergies among all
three.
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2 User-centric View

By user-centric view on Web archives we refer to access from the perspective
of a user without requiring additional infrastructure or knowledge about the
underlying data structures. This includes the normal user who wants to look
up an archived webpage as well as scholarly users who closely read individual
webpages to understand their content and the context rather than or prior to
analyzing collections in a data analysis or distant reading fashion [7]. Hence,
the user-centric view involves the lookup and display of pages in a way that
is suitable for the user. Similar to the use of the live Web, where users either
directly enter the URL of a webpage in a browser or utilize search engines to
find the desired page, access to Web archives from a user’s perspective can be
distinguished into direct access and search as well.

2.1 User Access to Web archives

Direct access to an archived webpage is commonly done through the Internet
Archive’s Wayback Machine, which is also used by most other archives3 in order
to provide access to their Web collections. This way of access involves entering
a URL first and selecting the desired version of the corresponding webpage from
a calendar view that presents all available snapshots to the user. As URLs can
be cumbersome, Web users often prefer search engines over remembering and
typing URLs manually. An alternative to that is to follow hyperlinks from known
pages. With Web archives being temporal collections, such a link needs to carry a
timestamp in addition to the URL. Within the Wayback Machine this timestamp
is as close as possible to the active capture of the originating webpage. However,
links can also point from the outside of a Web archive, i.e., the live Web, into
the archive, in which case the timestamp needs to be set explicitly.

One approach to form such hyperlinks is to incorporate temporal information
mentioned together with the link target. We recently investigated this for the
case of (mathematical) software that is cited or mentioned in scientific publi-
cations. The websites corresponding to that software often nicely describe and
document the tool or application. Furthermore, we found that for many purposes
the archived versions can be considered surrogates of the corresponding software
version that was referred to in an article [5]. In this case, the publication date is
a good indicator, or at least a close estimate, of the target time for linking the
publication and mentioned software. Together with an information service for
mathematical software4, we eventually established these links in their system5.
While this example is very domain-specific to software, the same idea can be
applied to other scenarios as well, such as preserving the evolution of people by
archiving their blogs and social network profiles [8, 9, 10]. Another example is

3 https://github.com/iipc/openwayback
4 http://swMATH.org
5 https://blogs.tib.eu/wp/tib/2017/05/19/what-does-the-internet-know-

about-the-development-of-software
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the preservation of Web citations, like on Wikipedia, to provide access to cited
page at the time when it was cited6.

Without those direct links, search capabilities are particularly important in
Web archives since the target webpage may not exist anymore or its URL may
have changed. To visit such a page in the past the user needs to know the URL
from that time, which is challenging without a supporting search engine. How-
ever, search in Web archives is quite challenging as well, as not only the textual
relevance of a webpage may be important to the user, but also its temporal rel-
evance. For example, a removed word, possibly resulting in a negation of a fact,
may be highly relevant without changing the textual relevance to a given query.
By contrast, the correction of a typo or a dynamically changing ad is probably
less important, just like a new layout, which can cause relatively big changes
on many pages. Identifying this tiny change of a removed word to be crucial for
search is difficult, especially since the textual relevant to a matching query might
not be very different from the captures of the same page just before and after
this change. Furthermore, at different periods in time, different websites might
be relevant to the same query, even if the textual relevance to the keywords of
the query is not changing at all.

2.2 Web Archive Search

Web archive search can be considered a special case of temporal information
retrieval (temporal IR). This important subfield of IR has the goal to im-
prove search effectiveness by exploiting temporal information in documents and
queries [11, 12]. The temporal dimension leads to new challenges in query un-
derstanding [13], retrieval models [14, 15] as well as temporal indexing [16, 17].
However, most temporal indexing approaches treat documents as static texts
with a certain validity, which does not account for the dynamics in Web archives
as described above. Furthermore, while information needs in IR are traditionally
classified according to the taxonomy introduced by Broder [18], user intents are
different for Web archives as studied by Costa and Silva [19]. In contrast to the
majority of queries being informational, where users search for information, in
Web archives queries are predominantly navigational, because users often look
for specific resources in a Web archive under a temporal aspect. Costa et al. [20]
presented a survey of existing Web archive search architectures and Hockx-Yu
[21] identified 15 Web archives that feature full-text search capabilities. With
the incorporation of live Web search engines, Kanhabua et al. [3] demonstrate
how to search in a Web archive without indexing it.

The Internet Archive’s Wayback Machine recently got its own site search
feature to support users looking for websites about specific keywords without
knowing the URLs [22]. Their system is based on anchor texts that are used
in hyperlinks, extracted from archived pages across time. While this is a great
improvement over the original URL lookup approach, it has some limitations.
Due to the enormous amount of URLs in the archive, the feature is restricted to

6 https://en.wikipedia.org/wiki/Help:Using_the_Wayback_Machine
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homepages and does not yield deep links into a website. Also, the Wayback Site
Search has no explicit temporal search support, i.e., users cannot specify a time
interval for their queries.

With Tempas we have built a system with the goal to provide temporal archive
search for authority pages given a keyword query together with a time interval
[1, 4], e.g., “what were the most central webpages of Barack Obama before he be-
came president in 2005?”. This would bring up Obama’s senator website rather
than his today’s website and social media accounts. As we discussed before, such
temporal semantics can often not be derived from the webpages under consider-
ation and require external indicators. In our first version7 we incorporated tags
attached to URLs on the social bookmarking platform Delicious. Without eval-
uating the precision of the ranking, which was based on the frequency of a tag
used with a URL, we showed that this approach results in a good (temporal) re-
call with respect to query logs from AOL and MSN [2]. However, since Delicious
is a closed system, available data is limited and our dataset only ranges from
2003 to 2011. Also, we found that it shows a strong bias towards certain topics,
like technology. For these reasons, we also switched to hyperlinks in the second
version of Tempas. Using a graph-based query model, Tempas v28 exploits the
number of websites and corresponding anchor texts linking to a URL in a given
time interval. Its temporally sensitive search for authority pages of entities in
Web archives has shown to be very effective in multiple scenarios [4].

This outline of Tempas as well as the Wayback Site Search system shows the
close relationship between search and the graph-centric view on Web archives,
which is detailed in Section 4. Also, by zooming out of search results, the line
between the user- and data-centric view (Sec. 3) can be blurry as well, as demon-
strated with Shine9, an information retrieval system by the UK Web Archive10

that supports trend analysis of Web archive content.

3 Data-centric View

Web archives are commonly organized in two data formats: WARC files (Web
Archive files) store the actual archived contents, while CDX files (Capture Index)
are comprised of lightweight metadata records. The data-centric view approaches
Web archives from these files, which is how data scientists would typically look
at it. This perspective provides a higher, superior point of view, looking at whole
collections rather than individual records nicely rendered for a user. However,
we also have to deal with much lower data access and processing techniques at
this level.

In the following, we distinguish between a data-centric view with the focus
on Web archives as representations of the actual Web, in which the object of
study is the Web’s evolution and its dynamics, and the perspective focusing on

7 http://tempas.L3S.de/v1
8 http://tempas.L3S.de/v2
9 https://github.com/ukwa/shine/wiki

10 http://www.webarchive.org.uk/
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the contents of webpages to derive insights into the real world. The latter is
referred to as the discipline of Web Science [23].

3.1 Web Dynamics Analysis

Web archives spanning multiple years constitute a valuable resource to study the
evolution of the Web as well as its dynamics. Already in a very early work, Cho
and Garcia-Molina [24] analyzed webpages to obtain implications for an incre-
mental crawler and found that 40% of them change within one week. However,
they studied a rather small collection of only 720,000 pages over 4 months. On
a larger scale, Fetterly et al. [25] analyzed 150 million webpages over a period
of 11 weeks and report that 67% of the pages never change, 20% are only minor
text changes and 10% of the webpages have changes in the non-textual part.
Smaller, with 3-5 million pages, but over one year, Ntoulas et al. [26] observed
8% of the pages are replaced by newly created ones every week. About 50% did
not change at all during the year under consideration. Koehler [27] was one of
the first who studied snapshots over multiple years from 1996 to 2001, but only
for a small sample of 360 pages. He showed that navigation pages have a better
survival rate than content pages. A more fine-grained study by Adar et al. [28]
reported that 66% of their studied pages changed on average every 123 hours.
Although their collection was again small with 55,000 pages over 5 weeks, they
analyzed hourly and sub-hourly changes, which is a crawl rate that cannot be
provided by most Web archives.

With access to existing Web archives, more recent studies of the Web were
conducted retrospectively on available data [29, 30, 31]. However, instead of an-
alyzing the whole archive at once, all of them focus on a particular subset, such
as national domains. Thanks to the Internet Archive we were provided with their
entire subset of German pages over 18 years, i.e., the top-level domain .de from
1996 to 2013, which enabled us to carry out an analysis of the dawn of today’s
most popular German domains [32]. In this study, we explored how the age, vol-
ume and sizes of popular pages have evolved over the last decade. We found that
most of the popular educational domains like universities have already existed
for more than a decade, while domains relating to shopping and games have
emerged steadily. Further, we see that the Web is getting older, not in all its
parts, but with many domains having a constant fraction of webpages that are
more than five years old and aging further. Finally, we see that popular web-
sites have been growing exponentially after their inception, doubling in volume
every two years, and also newborn pages have gotten bigger over time. These
insights allow for predictions of the Web’s future and lead to new questions, like:
“How does the Web of other countries compare to this analysis of the German
Web?”, “How do webpages evolve content-wise compared to size and age, and
why is the average size of the newborn webpages today larger than the ones in
the yesteryear?”, “Is it because of an actual increase in content or is it because
of the markup due to constantly increasing web authoring technologies?”.
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3.2 Web Archive Data Processing

Due to the sheer size of Web archives, in the order of multiple terabytes or
even petabytes, distributed computing facilities are needed to process archived
Web data efficiently. Common operations, like selection, filtering, transformation
and aggregation, can be performed using the generic MapReduce programming
model [33], as supported by Apache Hadoop11 or Apache Spark12 [34]. AlSum
[35] presents with ArcContent a tool specifically for Web archives using the
distributed database Cassandra [36]. In this approach, the records of interest are
selected by means of the CDX records and inserted into the database to be queried
through a web service. Warcbase by Lin et al. [37] follows a similar approach
based on HBase, a Hadoop-based distributed database system, which is an open-
source implementation of Google’s Bigtable [38]. While being very efficient for
lookups, major drawbacks of these database solutions are the limited flexibility
as well as the additional effort to insert the records, which is expensive in terms
of time and resources. In a later version, Warcbase allows to load and process
(WARC) files directly using Apache Spark in order to avoid the HBase overhead,
for which they provide convenience functions to work with Web archives.

With ArchiveSpark13 we presented a novel data processing approach for Web
archives that exploits the CDX metadata records for gains in efficiency while not
having to rely on an external index [6]. This tool for general Web archive access
is based on Spark as well and supports arbitrary filtering and data derivation
operations on archived data in an easy and efficient way. Starting from the small
and lightweight metadata records it can run basic operations, such as filtering,
grouping and sorting very efficiently, without touching the actual data payloads.
In a step-wise approach the records are enriched with additional information
by applying external modules that can be customized and shared among re-
searches and tasks. These modules can integrate any third-party tools to extract
or generate new information from webpage contents, like words of different kinds,
out-going links or Named Entities, such as persons, organizations or locations.
Only at this step, ArchiveSpark seamlessly integrates the actual records of in-
terest stored in WARC files. Internally, ArchiveSpark documents the lineage of all
derived and extracted information, which can serve as source for additional fil-
tering and processing steps or stored in a convenient output format to be used as
research corpus in further studies. Benchmarks show that ArchiveSpark is faster
than competitors, like Warcbase and pure Spark in typical use case scenarios
when working with Web archive data.

4 Graph-centric View

The graph-centric view on Web archives enables their exploration from a struc-
tural perspective. In contrast to user-centric and data-centric views, here the fo-
cus is not on content or single records in a Web archives, but the relations among

11 https://hadoop.apache.org
12 https://spark.apache.org
13 https://github.com/helgeho/ArchiveSpark
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them. In the context of the Web, the most obvious relations are hyperlinks that
connect webpages by pointing from one page to another. However, there is more
that is less obvious. Looking at hyperlinks from a more coarse-grained perspec-
tive, multiple links can be combined to connections among hosts, domains or even
top-level domains, revealing the connections among services, organizations or the
different national regions of the Web, respectively. Furthermore, by zooming out
to the graph perspective after processing the archived data from a data-centric
view (s. Sec. 3), even relationships among persons or objects mentioned on the
analyzed pages can be derived [39].

Works specifically on graphs in Web archives are very limited, but scientists
have looked into graph properties of the Web in general both on static [40,
41, 42, 43, 44] and evolving graph [45, 46, 47]. However, it is worth looking
at graphs in Web archives as a special case of Web graphs, because archives
are never complete and not crawled with a particular attention to preserving
the original Web graph structures. At the same time though, they are our only
source to analyze the Web of the past and its evolution retrospectively. As a
consequence, questions on the completeness and consistency of graphs extracted
from Web archives arise, such as: “How well do structures and properties of
graphs extracted from a Web archive resemble the graph of the actual Web and
what is the impact of missing pages on the behavior or results of graph algorithm,
like PageRank?” [48]. These aspects have often been neglected in the past and
need to be studied in more detail in the future.

Besides these structural questions, the graph-centric view on Web archives
is crucial to get an overview of available records in an archive and to find the
right resources. Hyperlinks among the archived pages can point a user or an
algorithm in search or data analysis tasks to the desired entry points within the
big and often chaotic Web archive collections. As we discussed in Section 2, we
make use of this in Tempas, our temporal search engine for Web archives [4].
The effectiveness of hyperlinks and the descriptive anchor texts of such links
for the task of site finding was already shown by Craswell et al. [49]. They are
reported to be twice as effective as searching the content of pages, which can be
consider a rather data-centric approach to search. The authors in Kraaij et al.
[50] combined anchor texts with content features for entry page search and also
found that search just based on anchor texts outperforms basic content features.
In a similar experiment, Ogilvie and Callan [51] showed that anchor texts are
among the most effective features for the task of finding homepages. Koolen and
Kamps [52] re-evaluated the effectiveness of anchor texts in ad-hoc retrieval and
showed that propagated anchor text outperforms full-text retrieval in terms of
early precision.

5 Discussion and Synergies

In this paper, we have presented three views on accessing Web archives: from
a user’s perspective, from a more comprehensive data-centric point of view and
from a structural perspective, focusing on the graphs spanning a Web archive.
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Fig. 2: Combining different views on Web archives for systematic data analysis.

In the practical work with Web archives, these views are often combined and
complement each other. They can be considered different zoom levels to look at
archived data, as illustrated in Figure 1: the user-centric view focuses on single
records in a rendered or nicely presented form, while the data-centric and graph-
centric views are zoomed out to whole collections in a more raw form, looking at
datasets of archived resources or their relations without even taking the contents
into account.

Synergies among these views have already been pointed out in the previous
sections. In Section 2 we discussed the usefulness of the broader graph-centric
perspective to guide a user in search to the webpages of interest. Furthermore,
to extract graphs as described in Section 4, a data processing step is required,
approaching archives from a data-centric perspective as we outlined in Section 3.
An example of such an interplay is presented in Fafalios et al. [53] to build a
semantic layer for Web archives, i.e., triples of facts extracted from versioned
documents. The triples in the experiments described in that paper are generated
by a data processing pipeline using an extension of ArchiveSpark (s. Sec. 3),
called ArchiveSpark2Triples14, which extracts named entities on a small topical
Web archive collection. This semantic layer can be queried on a structural level,
from a graph-centric perspective, by connecting records that share certain facts,
like those mentioning the same persons. Once a set of documents that match the
query has been identified, a data-scientist may zoom in to look at the contents

14 https://github.com/helgeho/ArchiveSpark2Triples
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with a data-centric view, for instance to analyze the context in which the persons
appear. Quite commonly, such workflows also involve manual exploration and
inspections of the records under consideration from a user-centric perspective.
This is helpful to get an understanding of the data under consideration.

Figure 2 shows a generic analysis schema that outlines a systematic way to
study web archives. This schema can be adopted and implemented for different
scenarios, like the one described above. Here, the graph-centric view is utilized
to get an overview and find suitable entry points into the archive. This may be
first done manually by the user to get an feeling for the available data using
some search engine, e.g., Tempas (s. Sec. 2), but can also be integrated as the
first step in a data processing pipeline to (semi-)automatically select the corpus
for further steps. Next, the selected records can be accessed from a data-centric
view at scale, for instance using ArchiveSpark (s. Sec. 3), to extract the desired
information, compute metrics or aggregate statistics. Finally, the results are
presented back to the user. A concrete implementation of this pipeline is outlined
in Holzmann et al. [4], where we describe the example of analyzing restaurant
menus and compare prices before and after the introduction of the Euro as
Europe’s new currency in Germany in 2001/2002.

This type of analysis can be seen as a generalization of the distant reading
idea [7], which refers to the analysis of big (text) corpora from a structural
point of view by modeling the collection as a network of documents or contained
objects, as opposed to reading every single document, referred to as close reading.
A good overview of the related work in distant reading from the visual analytics
perspective for Digital Humanities has been published by Jänicke et al. [54].
Jackson et al. [55] discuss the integration of distant reading features into web
archive search by providing visualizations at a different zoom level. This would
enable a more integrated perspective by providing access to all three views to
the user. At the same time, however, it may limit the flexibility of dealing with
each view individually to get a detailed look at Web archives from different
perspectives.
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